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ABSTRACT
This study uses some backward-looking versions of Phillips curves, estimated from both revised and real-time data, to explore the existence, robustness and size of the contribution that a variety of activity measures may make to the task of predicting inflation in Chile. The main results confirm the findings of the recent international literature: the predictive power of the activity measures considered here is episodic, unstable and of moderate size. This weak predictive contribution is robust to the use of final and real-time data.
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Recent articles on the use of Phillips curves to predict inflation in the United States have shown their predictive capacity to be somewhat limited or, as Stock and Watson (2008) put it, “episodic.” In other words, Phillips curves, understood as models for predicting inflation from one or more activity variables, would appear to have predictive capacity only in certain specific periods, while in others they practically lose this capacity or do not outperform some simple competitors. Findings of this sort are obviously a cause for some surprise and concern, and they have been reported not only by Stock and Watson (2008) but also by Rossi and Sekhposyan (2010) and Clark and McCracken (2006), and implicitly too by Ciccarelli and Mojon (2010), among others.

Phillips curves, in their different versions, have been a feature of economic analysis for many years. However, the findings of Stock and Watson (2008), Rossi and Sekhposyan (2010) and Clark and McCracken (2006) call into question the predictive use that relationships of this kind may be put to in the economic literature. The discussion abounds in subtle distinctions that can be important in gauging the predictive usefulness of a Phillips curve. First, the sheer variety of Phillips curves makes it practically impossible to assess them all in a single academic paper. Second, these curves portray a contemporaneous relationship between activity variables and inflation, so that strictly speaking they are consistency models and not projection models. This is true, for example, of the neo-Keynesian Phillips curve, which broadly speaking depicts a contemporaneous relationship between inflation, marginal costs and inflationary expectations (see, for example, Céspedes, Ochoa and Soto, 2005). On the face of it, it is not clear that the modest predictive performance of Phillips curves also necessarily implies a weak contemporaneous relationship between activity measures and inflation.

Some hypotheses have been put forward to account for this evidence of weak predictive usefulness. For the case of the United States, in particular, it has been said that the inability of certain activity measures to predict inflation means not necessarily that there is no relationship between usual measures of activity and future inflation, but that there is a weak relationship between the two variables which, if linear, could be associated with a small and probably unstable parameter. This view is consistent with a number of studies that have reported a degree of instability in inflation model parameters for countries as diverse as the Bolivarian Republic of Venezuela (Pagliacci and Barráez, 2010), Canada (Hostland, 1995), Colombia (Melo and Misas, 1997) and the United States (Russell and Chowdhury, 2013).

It seems relevant, then, to explore this hypothesis for the relationship between usual measures of activity and future inflation in Chile. This study accordingly analyses whether some traditional activity measures have the capacity to contribute to the task of predicting inflation in the country. If the answer is affirmative, the stability of this predictive capacity will be studied.

In setting this goal, the intention is essentially pragmatic. The ultimate concern of the study is to determine whether the activity measures analysed here might inform economic policymaking by way of a sound inflation forecast. To this end, use is made of a real-time Monthly Indicator of Economic Activity (IMACEC) database, which at each moment in time provides the historical series of this index as available at that time in the monthly bulletins of the Central Bank of Chile. This point is very important, especially considering that activity figures usually go through several rounds of revision before being finalized. These rounds can take years and, as this article shows, can result in large

---

1 This hypothesis was put forward by Michael McCracken at the Joint Statistical Meetings held in Washington, D.C., in August 2009.
alterations to the originally published figures. Using revised IMACEC figures to assess the predictive usefulness of activity measures would appear to be of little use when it comes to gauging the contribution of these variables to economic decision-making. If the difference between the figures originally published and the final ones were large, any analysis of this kind conducted with the final figures would be vitiated, as it would incorporate information that did not form part of the dataset available at the time decisions were actually being made. For this reason, the present article assigns an important role to real-time estimates, although estimates based on final figures are carried out in parallel with this to evaluate the potential differences that may be detected between analyses based on revised and real-time figures.

The main results obtained match those set out by Stock and Watson (2008), Rossi and Sekhposyan (2010) and Clark and McCracken (2006) for the United States: the evidence for predictability in Chile is episodic and unstable, and the coefficient for the different measures of activity is usually of moderate size. These findings may partly explain some of the results obtained in the out-of-sample exercise that was also carried out. In this exercise, the predictive contribution of the activity measures analysed was found to be minimal or non-existent in relation to the contribution of the inflation lags. From these empirical results it is concluded that, while the activity measures used here have some capacity to predict inflation, that capacity is unstable and modest compared to the contribution of trend and seasonal inflation components in Chile.

It is important to stress that the results of this study derive from a rigorous, basic econometric analysis centring on four simple versions of backward-looking Phillips curves, where the activity variable used enters each equation with no more lags than the latest activity figure available. On the face of it, these results do not seem directly generalizable to other versions of Phillips curves incorporating forward-looking terms, other activity variables, additional lags of these or both. From this point of view, an interesting point to study in future is how far the results can be extrapolated to specifications of this type. Backward-looking Phillips curves were chosen for this paper because a large literature (cited in the following section) has studied them recently, and because a common way of instrumenting forward-looking terms is simply to add lags of the variable concerned, an expression that is ultimately fairly similar to a backward-looking specification. Lastly, it is important to clarify why only the latest activity measure figure available was included in this case, without lags. This was done because of the importance that seems to be given in the debate to the current state of economic activity in a country over the evolution of this activity. In particular, the approach here is based on the fact that the Phillips curve used (along with a traditional specification of a Taylor rule) by the so-called structural projection model of the Central Bank of Chile (2003) includes only the contemporaneous term of the output gap and no additional lags (Taylor, 1993).

The rest of the article is organized as follows. Section II presents a brief review of the recent literature on the predictability of inflation when Phillips curves are used. Section III describes the methodology adopted in this study. Section IV shows the results, section V carries out a brief robustness analysis and section VI sets forth the main conclusions from this study.

2 The present paper also contains a brief analysis of robustness inspired by the work of Hostland (1995), Melo and Misas (1997) and Pagliacci and Barráez (2010), in that the specifications are extended to allow for regime switching or incorporation of the annual rate of variation in the exchange rate as an extra control variable.

II

Literature review

It is now many years since a number of authors began to detect empirical relationships between economic activity and inflation, subsequently popularized under the name of Phillips curves, in reference to the work of Phillips (1958). Both that author and Fisher (1926) and Samuelson and Solow (1960) documented the existence of an inverse empirical relationship between some measure of inflation and the unemployment rate. Since then, countless articles have debated and argued for and against the existence and the stability and usefulness, or both, of this type of relationship. The interested reader may be referred to the brief historical review of the literature on the subject compiled by Atkeson and Ohanian (2001). Also worth reviewing is the article by Stock and Watson...
Although it would be over-ambitious to attempt in a few short paragraphs to cover the whole wealth of the vast literature analysing and employing different activity measures as a basis for inflation, a few lines may be devoted to some more or less recent contributions that specifically set out to use Phillips curves or activity measures to predict inflation.

Before going further with this literature review, it is worth highlighting what is something of a contradiction between different articles written in the last decade. To give an example of the way opinions have oscillated, reference will be made first of all to the articles of Stock and Watson (1999 and 2008). These authors state in the first of their articles that, among the methods used to predict inflation, Phillips curves are considered to provide stable and reliable forecasts. In that article, in fact, Stock and Watson (1999) devote part of their effort to evaluating the stability of a particular Phillips curve, which includes inflation lags and unemployment as predictors. Although they detect some instability in this equation, this is attributed primarily to the coefficients associated with the inflation lags, while the coefficients relating to economic activity measures are found to be relatively stable. At the same time, they provide evidence that activity measures other than unemployment can generate more accurate predictions than those which only use employment-related variables.3 Lastly, the authors conclude that Phillips curves are useful instruments for predicting inflation. Ten years on, the story seems to have changed, as in 2008 the same authors wrote an article stating that forecasts based on Phillips curves behaved in an “episodic” way, meaning that in some periods they were better than a good univariate benchmark, while in some others they were actually outperformed by these benchmarks.

Although the results published by Stock and Watson in that 10-year period do not contradict each other outright, they do seem to show a waning of their original enthusiasm regarding the usefulness of Phillips curves as a forecasting method.

Rather more drastic than Stock and Watson’s recent result is the one arrived at by Atkeson and Ohanian (2001), who note that a number of specifications of Phillips curves are unable to predict United States inflation a year ahead with any more accuracy than a simple random walk. This finding is a harsh reminder of the devastating article by Meese and Rogoff (1983) in the field of exchange-rate forecasting literature.

Pursuing this parallel with the exchange-rate forecasting literature, Clark and McCracken (2006) claim to find evidence for the predictive capacity of Phillips curves when this predictability is evaluated by in-sample exercises, with mixed evidence for predictability when it is evaluated by out-of-sample exercises. In an attempt to reconcile these two somewhat contradictory results, the authors explore two possible explanations: instability in the parameters of the Phillips curve and the power of the out-of-sample tests. They conclude that the results might be due to the out-of-sample tests being less powerful than the in-sample tests. Although this lack of power might be amplified by a mooted instability in the parameters of the Phillips curve, they mention a number of articles suggesting stability rather than instability in the Phillips curve (see, for example, Stock and Watson, 1999; Rudebusch and Svensson, 1999; Estrella and Fuhrer, 2003).

Another interesting result, which also marks a kind of oscillation in the literature, is that contributed by Rossi and Sekhposyan (2010), who find that the predictive capacity of Phillips curves disappeared at the start of the period called the Great Moderation. This also goes against the findings of Stock and Watson (1999), Rudebusch and Svensson (1999) and Estrella and Fuhrer (2003), since it reflects a predictive instability in Phillips curves which, according to Clark and McCracken (2006), is not reported in these latter articles. Similarly, as noted in the Introduction, there is also evidence of instability in the parameters of some specifications for inflation in the Bolivarian Republic of Venezuela, Canada, Colombia and the United States as estimated by Hostland (1995), Melo and Misas (1997), Russell and Chowdhury (2013) and Pagliacci and Barráez (2010).

In the case of Chile, there seem to be few studies examining the ability of some variant of Phillips curves to predict inflation. The literature review carried out for the present paper turned up four studies: Nadal de Simone (2001), Aguirre and Céspedes (2004), Fuentes, Gredig and Larraín (2008) and Morandé and Tejada (2008). In the first, Nadal de Simone (2001) estimates a Phillips curve with variable parameters for Chile and finds, using an in-sample analysis, that all the coefficients are significant.4 Nonetheless, the evolution of the

---

3 The period of analysis runs from January 1959 to September 1997, with a monthly frequency.

4 Nadal de Simone (2001) also conducts an out-of-sample analysis, but only considers four inflation forecasts. Because of the small number of observations, the present study focuses on the conclusions from the in-sample analysis.
coefficient associated with the output gap presented by
the author is very striking. First, the coefficient starts off
with negative values in the early 1990s before peaking
positively around 1995 and then beginning a rapid
decline towards the end of the decade that brings it to
almost zero. This inverted “U” pattern is very striking,
as it reveals a persistent trajectory encompassing positive
and negative values before finally moving towards zero,
an indication that if the gap was once significant as a
predictor of inflation, this significance fell away towards
the end of the sample period.

Another very interesting study is that of Aguirre
and Céspedes (2004). These authors demonstrate that
a Phillips curve augmented with dynamic factors in
accordance with the out-of-sample methodology of
Stock and Watson (1998) improves on the predictive
capacity of a traditional Phillips curve over horizons
of 6, 9 and 12 months. This augmented model also
outperforms a univariate benchmark over horizons of
9 and 12 months. For their part, Fuentes, Gredig and
Larraín (2008) evaluate the out-of-sample predictive
capacity of a number of Phillips curves in what they
call a “near” real-time prediction exercise. This exercise
dffers from a real-time one in that, among other things,
it uses revised gross domestic product (GDP) figures and
does not carry out real-time seasonal adjustment. With
these considerations, the authors find that output gap
measures have predictive capacity for inflation over
horizons of 3 to 4 quarters. Lastly, Morandé and Tejada
(2008) also estimate a Phillips curve with parameters that
are variable over time, although without predictive goals.
They also break down the evolution of the parameters
of this curve into periods of high and low volatility.
Their findings indicate a sharp oscillation of the gap
parameter associated with a state of marked instability
in the economy. The parameter also seems to present a
decreasing trend over time, at least in periods of stability,
which would appear to indicate a diminishing capacity
for the output gap to predict inflation.

It can be seen, then, that the evidence for predictability
on the basis of Phillips curves for Chile is mixed. Both
Aguirre and Céspedes (2004) and Fuentes, Gredig and
Larraín (2008) show a predictive capacity, but Nadal de
Simone (2001) and Morandé and Tejada (2008) show
an unstable gap parameter, calling into question the
predictive power of Phillips curves.

It is important to emphasize that most of these articles
work with revised figures that can differ considerably
from real-time figures. Chumacero and Gallego (2002)
show that the difference between revised IMACEC series
and initial indications can be great. More recently,
Morandé and Tejada (2008) have drawn attention to
major discrepancies between different gap estimates
obtained in real time and with revised figures. Indeed,
these authors point out that the literature has already
suggested following monetary policy rules based on
variables that are immune to this kind of uncertainty.

It is clear from the literature review that a real-
time predictability analysis using Phillips curves that
would make it possible to assess the true ability of these
curves to provide decision makers with reliable inflation
projections remains to be carried out in Chile. Just such
an analysis is conducted in the following sections of
this article.

III

Methodology

1. Econometric specifications

The essential goal in this paper is to evaluate the capacity
of certain activity measures to predict future inflation
in Chile. Four simple linear models have been adopted
for this, some of them very similar to those used by
Aguirre and Céspedes (2004) and Fuentes, Gredig and
Larraín (2008), and to the inflation models of Stock and
Watson (2008). Thus, the following family of models
will be considered:

\[ \pi_{t+h} = \delta_1 \pi_t + \alpha_1 + \gamma_1 (Y_{t-1} - Y_{t-1}^*) \]
\[ + \sum_{j=0}^{n} \varphi_{1j} \pi_{t-j} + \varepsilon_{1,t+h} \]  

(1)

\[ \pi_{t+h} = \delta_2 \pi_t + \alpha_2 + \gamma_2 100 \left( \ln \left[ Y_{t-1} \right] - \ln \left[ Y_{t-1}^* \right] \right) \]
\[ + \sum_{j=0}^{n} \varphi_{2j} \pi_{t-j} + \varepsilon_{2,t+h} \]  

(2)
\[ \pi_{t+h} = \delta_3 \overline{\pi}_t + \alpha_3 + \gamma_3 100 \left[ \ln \left( Y_{t-1} \right) - \ln \left( Y_{t-13} \right) \right] + \sum_{i=0}^{n} \psi_{3,i} \pi_{t-i} + \epsilon_{3,t+h} \]

\[ \pi_{t+h} - \pi_t = \delta_4 \overline{\pi}_t + \alpha_4 + \gamma_4 100 \left[ \ln \left( Y_{t-1} \right) - \ln \left( Y_{t-13} \right) \right] + \sum_{i=0}^{n} \psi_{4,i} \pi_{t-i} + \epsilon_{4,t+h} \]

where:

\[ \pi_{t+h} = 100 \left[ \ln \left( P_{t+h} \right) - \ln \left( P_{t+h-12} \right) \right] \]

denotes the logarithmic approximation for cumulative 12-month inflation up to month \( t + h \). This inflation is measured by the consumer price index (CPI).

Meanwhile, \( Y_{t-1} \) denotes the seasonally adjusted IMACEC using the x12-ARIMA method. \( Y_{t-1} \) is a measure of economic activity available at time \( t-1 \). It should be noted that this index is published with a month’s delay relative to inflation. Thus, in December 2009, for example, the inflation figure for November 2009 and the IMACEC for October 2009 were published. This is why the right-hand side of all the equations shows inflation at time \( t \) and the measure of activity at time \( t-1 \). The results section of this article will graphically display some estimates of the parameters accompanying the activity variable in equations (1) to (4). This is done by estimating (1) to (4) both with final IMACEC figures and with real-time series, namely the IMACEC series reported each month in the monthly bulletin of the Central Bank of Chile.

Furthermore, the equations feature \( \overline{\pi}_t \), which is defined as the inflation target announced by the Central Bank of Chile. Assuming perfect credibility, this term can also be taken as a proxy for inflation expectations.5

The variable \( Y_{t-1} \) represents the trend of the seasonally adjusted IMACEC at time \( t-1 \). This trend is obtained by applying the Hodrick-Prescott filter.

Lastly, the variables \( \epsilon_{i,t+h} \) represent shocks uncorrelated with the information available at \( t \).

Depending on the number of lags for the inflation considered in each equation, and the inclusion or exclusion of the variable \( \overline{\pi}_t \), there will be a total of \( 2(n + 1) \) specifications associated with each equation. Generally speaking, this study will always work with at least the contemporaneous inflation term on the right side, so that the possible specifications come down to \( 2n \). The main goal is to determine the size, stability and statistical significance of the four \( g_i \) parameters, with \( i = 1, 2, 3, 4 \). To obtain robust estimates for each of these parameters, i.e., estimates that do not depend on each of the \( 2n \) possible specifications for each equation, use will be made of traditional Bayesian model averaging (BMA), as described by Brock and Durlauf (2001), among others, and also summarized in annex C of the article by Pincheira and Calani (2010).

2. Estimation, simultaneity and endogeneity

As noted earlier, this article uses the expression “Phillips curves” to denote a general relationship between inflation and one or more activity variables. As deployed in the economic literature, these relationships have two essential functions or objectives. First, equations that establish a relationship between inflation and activity typically form part of a set of simultaneous equations in general equilibrium models, which attempt to describe the mechanics of a number of macroeconomic variables taken as a whole. An example of this is the structural projection model of the Central Bank of Chile (2003), which uses an expression very similar to those employed in the present article, albeit extended so that it also includes an imported inflation term. A rather different example is found in Yeh (2009), who sets out not so much to prepare a general equilibrium model for the economy as to determine the causal relationship between growth and inflation and, conversely, between inflation and growth. This leads him to propose a model with two simultaneous equations, where both growth and inflation are endogenous variables. In this case, and in systems of simultaneous equations generally, Yeh (2009), and likewise Hansen (2014), shows that the ordinary least squares (OLS) estimator of each equation generates inconsistent estimators for the structural parameters of the model. To deal with this drawback, additional information besides that contained in the equations themselves needs to be used if a constant estimation is to be obtained. For this, it is traditional to employ instrumental variables or strategies of identification by heteroskedasticity. Interesting applications of or variations on these methodologies can be found in Russell and Chowdhury (2013) and in García-Solanes and Torrejón-Flores (2012), as well as in the article by Yeh (2009) already cited, to mention just a few studies.

Secondly, another part of the literature employs a relationship between inflation and activity for prediction purposes. This is done in the present study and in the

When the goal is predictive, it is usual to employ multi- or univariate single-equation models based on the following theoretical results:

(i) The best predictor under quadratic loss for a variable $Y_{t+h}$ based on the information available in a vector of variables $X_t$ is given by the conditional expectation of $Y_{t+h}$ given $X_t$, i.e., $E(Y_{t+h} \mid X_t)$ (see Hansen, 2014, for the demonstration).

(ii) The best linear predictor of a variable $Y_{t+h}$ based on the information available in the vector of variables $X_t$ is given by $X_t^* \beta^*$, where $\beta^*$ is defined as

$$\beta^* = \left[ E(X_t X_t^T)^{-1} \right] E(X_t Y_{t+h})$$

and is denominated the best linear predictor under quadratic loss for $Y_{t+h}$ based on the information available in a vector of variables $X_t$ (see Hansen, 2014, for the demonstration).

(iii) The $\text{OLS}$ estimator between $Y_{t+h}$ and the vector of variables $X_t$ consistently estimates the best linear predictor defined in the previous point (see Hamilton, 1994).

The three results shown above are the basis on which many predictive models have been constructed and estimated. What emerges from these results is that the traditional problem of endogeneity, arising when many economic relationships are being estimated, does not exist as a problem for prediction when the vector of parameters to be estimated is the best linear predictor $\beta^*$, which is the goal of the present study, since the $\text{OLS}$ estimator provides a consistent estimate. Thus, the present study proceeds to estimate the four econometric specifications using the $\text{OLS}$ method, and this estimator is interpreted as an approximation to the best linear predictor.6

6 It is also interesting to note than when the shocks of the model are normal, the best predictor will have a linear form, so that in this particular case the best predictor is the same as the best linear predictor.

IV

Empirical results

1. Final and real-time IMACEC series

Activity figures, such as GDP and IMACEC series, undergo several rounds of revision after first being released. Accordingly, discrepancies are usually to be expected between the first release and the final figure for any of these variables. The whole process can take several years before the final figure (the one that will not be subject to further revisions) is arrived at, which could potentially be important for economic policymaking. Thus, if initial GDP indications, for example, significantly underestimated the final figure, economic agents’ decisions might not be optimal, since they would be working with skewed initial information. In Chile, there is now evidence that the differences between final and preliminary activity figures have been far from negligible. As noted earlier, Chumacero and Gallego (2002) show that the difference between revised IMACEC series and initial indications can be substantial. More recently, Morandé and Tejada (2008) have pointed out large discrepancies between different output gap estimates obtained in real time and using revised figures. Lastly, Pincheira (2010) provides a table with near-final and preliminary figures for annual GDP growth in Chile, showing that first vintages have substantially underestimated near-final GDP, although the extent of this underestimation has diminished substantially over time.7

This subsection will depart from what has been done in the recent literature on Chile. Although it seems important to quantify the differences between final and preliminary figures, as is done by Chumacero and Gallego (2002) and, after a fashion, Pincheira (2010), the assumption followed will be that economic agents conduct their analyses on the basis of the most up-to-date activity series available at each point in time. Considering the most up-to-date IMACEC series available in December 2009, for example, it is very likely that

7 Near-final GDP growth is the latest growth figure published on a given basis. The near-final figure for GDP growth often matches the final figure that is no longer subject to any future revision. Pedersen (2013) is another recent study using a real-time IMACEC basis.
the latest figure will be a preliminary one, but it is also likely that the penultimate figure in the series will be on its second revision, and that the figure for December 2008 will be on its third or fourth revision. Again, the figure for December 2000 will probably be final. Thus, economic agents have to deal with heterogeneous time series, comprising a mix of final figures and figures that have been through different rounds of revision. An important question is whether this heterogeneity will result in some kind of noise or bias in the variables to be estimated. Morandé and Tejada (2008) answer this question affirmatively when calculating the output gap. This study will set out to evaluate differences in the ability of different activity measures to predict inflation. It will also seek to consider what differences there might potentially be in inflation forecasts as such. Nonetheless, before the issues of interest are directly evaluated in this way, it is advisable to carry out a graphic evaluation of whether the differences between real-time and final series are large. Figures 1 and 3 show sequences of time series illustrating the differences between those available in real time and those produced with final data. The panels of the charts differ in the base year taken to calculate the activity figures. Each panel within each chart represents the difference between the final IMACEC and the one published in the monthly bulletin of the Central Bank of Chile in March each year. These results are presented for a subsample of the period from 1997 to 2009. The shaded areas in the panels indicate that the values for that period include non-final data. What is calculated in these areas is the difference between the latest release available and the corresponding real-time figure.

Figure 1 analyses the curves only up to the month of December 1995. This is because from January 2006 onward there are no final IMACEC figures having 1986 as the base year, since subsequent rounds of revisions were carried out with 1996 as the base. To avoid comparing figures with different base years, it was considered preferable to focus on data available only up to December 1995. The first panel (with figures from the March 1996 monthly bulletin) shows a large revision between the real-time figures and the final ones. Consistently with the finding of Pincheira (2010), the final figures show the real-time ones to be significant underestimates, and the fewer rounds of revision they have been through, the larger the underestimate. The same pattern can be seen in the second panel of figure 1. Nonetheless, the next two panels show that there were virtually no revisions in the publications of March 1998 onward for figures prior to January 1996. This indicates that the figures for December 1995 and earlier had been practically finalized by March 1998.

Figure 2 shows a very different situation to figure 1. It should be recalled that figure 2 compares series whose base year is 1996. For the reasons indicated in the previous paragraph, only figures up to December 2002 will be compared, since final IMACEC figures with base year 1996 are available up to that date. The four panels of figure 2 are very different to those of figure 1. First, there were continual revisions during the five years of evolution encompassed by figure 2, since all the panels show discrepancies between the final and real-time series. Second, the pattern of revisions in each panel is different to the one in the first panel of figure 1. Third, the revisions shown in figure 2 are medium-sized and present something of a seasonal pattern.

Figure 3 compares series constructed using base year 2003. Only the period between January 2003 and December 2006 is analysed. This period is chosen because data with base year 2003 are only available from January that year and because the latest finalized data are assumed to be those for December 2006. The behaviour of revisions in figure 3 is different from that in figures 1 and 2; they are smaller and have a considerably less marked seasonal pattern than in figure 2.

The results of figures 1, 2 and 3 form an interesting picture where revisions follow very different processes, with size and bias tending to diminish over time, something that is wholly consistent with the analogous result shown by Pincheira (2010) for annual GDP growth. If the revision process continues to show this tendency towards diminishing size and bias, the uncertainty resulting from the non-availability of definitive real-time data will unquestionably tend to ease and perhaps disappear. Nonetheless, the same analysis carried out here suggests that this source of uncertainty has been considerable in the sample dealt with by the present study.8

8 To put a different perspective on the current size of revisions, the differences between the real-time and revised series were also calculated as 12-month changes. In some months, the differences between the two series exceeded 200 basis points, showing the size of revisions to be substantial.
FIGURE 1

Evolution of the difference between the final and real-time IMACEC (FI - RTI)
(Index base year 1986 = 100)

Source: Central Bank of Chile.

FIGURE 2

Evolution of the difference between the final and real-time IMACEC (FI - RTI)
(Index base year 1996 = 100)
FIGURE 3

**Evolution of the difference between the final and real-time IMACEC (FI - RTI)**

(Index base year 2003 = 100)

Source: Central Bank of Chile.
2. In-sample predictive evaluation: revised data

The first exercise carried out here consists in estimating equations (1) to (4) in 152 rolling windows of 71 observations each to get an idea of the evolution of the $\gamma$ parameter for each activity measure taken. The first window captures the monthly IMACEC data between January 1991 and November 1996. This first exercise is carried out with revised data available on the website of the Central Bank of Chile as of 2009. Even so, the IMACEC series has been seasonally adjusted and the output gap calculated using the Hodrick-Prescott filter in each estimation window, to avoid incorporating future information into the estimates. The assumption has been that the latest figure which will not undergo further revision is that for December 2006. Accordingly, the charts that follow are shaded from January 2007 onward to indicate that the values from that month include non-final data. Each model is estimated with eight variants. These variants take different numbers of inflation lags (from 1 to 4 lags), plus inclusion or exclusion of the “inflation target” variable. A robust estimate of the $\gamma$ parameter is obtained by taking the Bayesian average for the eight variants of each model considered. To this end, the expressions shown in annex C of Pincheira and Calani (2010) are employed on the basis of heteroskedasticity and autocorrelation consistent (HAC) estimates of the variances of the individual parameters of each model in accordance with the method of Newey and West (1987 and 1994). Also calculated are variances that are robust to model uncertainty in accordance with Bayesian averaging, and in this way asymptotically normal $t$-type statistics are constructed. The evolution of the $\gamma$ parameter in models 1 and 3 for horizons of 1, 3, 6, 9 and 12 months, and that of its $p$ values, can be seen in figures 4 and 5.

The thicker curve represents the robust estimate of the $\gamma$ parameter associated with the activity variable being used. The thin line indicates the $p$ value associated with the coefficient. The dotted straight line marks the 10% significance level. This means that the parameter estimated will be statistically significant, with a confidence level of 90% or more, whenever the thin line is below the dotted straight line. Graphs of the $\gamma$ parameter for models 2 and 4 are omitted because they are very similar to those of figure 4 and do not add any information substantially different to that already shown.

Perhaps the most interesting thing about all the charts is that they show an “episodic” statistical significance for the parameter associated with the activity variable. In other words, the statistical significance of this parameter varies over time so that periods of high significance are followed by periods of low significance. Furthermore, this alternation tends to occur repeatedly during the sample period. The only exception to this frequent alternation is seen in model 3, where the oscillation in statistical significance is considerably smaller. Table 1 illustrates the “episodic” character of the parameter associated with the activity variable by showing the percentage of estimation windows where this parameter is significant at 10%. It can be seen that this percentage varies depending on the model and the prediction horizon taken. In particular, it can be seen that the greatest frequency of statistical significance is concentrated at the prediction horizon of one month for all the models. This frequency oscillates between 57.9% and 84.2%. Conversely, the lowest frequency of significance is concentrated at the longer prediction horizons of 9 and 12 months. With those horizons, the activity variable is found to be statistically significant in less than half the rolling estimation windows. When the behaviour of the models is compared, what is striking is that the results of specifications 1 and 2 are very similar. Model 3, meanwhile, is distinguished by having the lowest frequency of significance at the first two horizons. In turn, model 4 is distinguished by having the highest frequency of significance in month-ahead projections and the lowest frequencies at horizons of 6, 9 and 12 months ahead.

### Table 1

<table>
<thead>
<tr>
<th>Rolling windows where the parameter associated with economic activity is significant at 10%&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Percentages)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>$n=1$</td>
</tr>
<tr>
<td>73.0</td>
</tr>
<tr>
<td>$n=3$</td>
</tr>
<tr>
<td>$n=6$</td>
</tr>
<tr>
<td>$n=9$</td>
</tr>
<tr>
<td>$n=12$</td>
</tr>
</tbody>
</table>

*Source:* Prepared by the authors.

<sup>a</sup> Final data: January 1991 to June 2009.

Lastly, it is also important to mention the size of the $\gamma$ parameter estimate. It is seen that, in general, the estimate for $\gamma$ has a moderate or small value. Although its largest positive value in all the charts is 1.34, not a negligible figure, the average for the estimates obtained in all the rolling windows, for each model and horizon, is no more than 0.23. These numbers, plus visual inspection of figures 4 and 5, suggest that the predictive contribution of the activity variable in equations (1) to (4) is moderate and unstable.
All this goes to form a situation where the coefficient associated with the activity variable is, in general, “episodic” in terms of statistical significance, and where the estimator of this parameter presents instability and is of moderate size. These results are consistent with the hypothesis attributed to Michael McCracken, presented in the Introduction, and also with those results for the United States where no greater predictability was found with a series of Phillips curves. In particular, this result is very similar to that reported by Stock and Watson (2008), insofar as the predictability provided by the versions of Phillips curves analysed so far can also be described as “episodic.”

**FIGURE 4**

Evolution of the parameter and p-value associated with economic activity in the Phillips curve of model 1, 1997-2009

(Final data)

Source: Prepared by the authors.
Evolution of the parameter and \( p \)-value associated with economic activity in the Phillips curve of model 3, 1997-2009 (Final data)

Source: Prepared by the authors.
3. In-sample predictive evaluation: real-time data

The analysis carried out in this subsection is analogous to the one in the previous subsection, with the one great difference that this time the estimates are produced and the activity variable constructed with real-time data. This is done to assess whether the activity variables in the models (1 to 4) are useful for generating good inflation forecasts that can be employed by those required to take real-time decisions.

As in the analysis with revised data, figures 6 and 7 show “episodic” statistical significance for the parameter associated with the activity variable in models 1 and 3. The \( \gamma \) parameter is not charted for models 2 and 4 because the graphs are very similar to those of model 1 and do not add any information substantially different to that already shown. Table 2 is analogous to table 1 in that it shows the percentage of estimation windows in which this parameter is significant at 10%.

<table>
<thead>
<tr>
<th>TABLE 2</th>
<th>Rolling windows where the parameter associated with economic activity is significant at 10% (Real-time data)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td>Model 2</td>
</tr>
<tr>
<td>H=1</td>
<td>65.8</td>
</tr>
<tr>
<td>H=3</td>
<td>65.8</td>
</tr>
<tr>
<td>H=6</td>
<td>63.2</td>
</tr>
<tr>
<td>H=9</td>
<td>53.9</td>
</tr>
<tr>
<td>H=12</td>
<td>48.7</td>
</tr>
</tbody>
</table>

Source: Prepared by the authors.

What stands out is that this percentage varies depending on the model and the prediction horizon taken, much as happened when final data were used. In particular, the highest frequency of statistical significance is once again found to be concentrated at the prediction horizon of one month for all the models. This frequency oscillates between 65.1% and 73%. Conversely, the lowest frequency of significance is once again concentrated at the longer prediction horizons of 9 and 12 months. At those horizons, the activity variable is found to be statistically significant in at most 55.3% of the rolling estimation windows. When the behaviour of the models is compared, it also transpires that the results of specifications (1) and (2) are very similar. Model 3, meanwhile, is no longer distinguished by having the lowest frequency of significance at the first two horizons; in fact, it shares first place with model 4 for the frequency of statistical significance at the one-month horizon. Model 4 is also distinguished by having the lowest frequency of significance at horizons of 9 and 12 months.

Where the size of the \( \gamma \) parameter estimate is concerned, the results are also similar to those obtained with final data. In fact, figures 6 and 7 reveal a small or moderate \( \gamma \) estimation value, peaking at 1.25 but averaging out to a value of no more than 0.30 across the estimates obtained in all the rolling windows. These figures, plus visual inspection of figures 6 and 7, suggest that the predictive contribution of the activity variable in equations (1) to (4) is moderate and unstable when this variable is introduced with real-time data, in a result very similar to that obtained with final data.

What has been carried out so far is a general or global comparison between the results associated with the activity parameter in equations (1) to (4), when this estimation is conducted with final and real-time data. There have been found to be a number of general similarities between these two estimates. However, this should not be taken as affirming that the nature of the data used to estimate specifications (1) to (4) is irrelevant. In fact, there can be substantial differences in both the \( \gamma \) estimates and the inflation forecasts yielded by a single equation estimated in the same sample period but with real-time or final data. This is seen in figures 8 and 9, which show that for certain periods the \( \gamma \) parameter estimate and the 12-month inflation projections derived from equations (1) to (4) look very different depending on whether estimation is carried out with real-time or final data. Indeed, differences in inflation forecasts have on occasion exceeded 100 basis points, and it is quite common to see differences of 50 basis points or so, which, while not enormous, do not seem negligible either.

In summary, this analysis suggests that, on average, the marginal contribution of the activity variable to inflation forecasting is episodic, moderate in size and unstable over time. This conclusion is robust to the nature of the data used to estimate the Phillips curves in this study. Nonetheless, individual inflation forecasts, and likewise each estimation of the parameter accompanying the activity variable, can change significantly depending on whether the equation concerned is estimated with revised data or in real time.
FIGURE 6

Real-time evolution of the parameter and $p$-value associated with economic activity in the Phillips curve of model $1^a$

(Percentages)

Source: Prepared by the authors.

$^a$ Data from January 1991 to June 2009.
FIGURE 7

Real-time evolution of the parameter and $p$-value associated with economic activity in the Phillips curve of model 3

(Real-time data)

Source: Prepared by the authors.
FIGURE 8

Difference between \( \gamma \) estimates in the same equation estimated with final and real-time data

Source: Prepared by the authors.

FIGURE 9

Difference between the 12-month inflation forecasts of the same equation estimated with final and real-time data

Source: Prepared by the authors.
4. Complementary out-of-sample results

The results presented in the previous subsections were simple in-sample regressions. The “episodic” and unstable character of the estimator for the coefficient associated with the economic activity variable, and its moderate size, are an indication that in out-of-sample prediction exercises, the predictive contribution of economic activity measures should be minimal. Table 3 bears this out. The table shows the ratio of the root mean squared error for out-of-sample projection of each of the models (1 to 4), estimated with and without the activity variable over the five horizons that have been taken in this study: 1, 3, 6, 9 and 12 months ahead. The predictive exercise employs the same rolling windows of 71 observations as were used for the in-sample analysis. It should be noted that specifications with four lags for inflation were taken for this stage. Most of the figures in table 3 are found to be less than 1, an indication that including the activity variable impairs the predictive accuracy of the models in most cases. This is consistent with the instability detected in the parameters associated with the activity variable, its “episodic” character and its moderate size.

Table 4 supplements this analysis, comparing the root mean squared error of the Phillips curves with a prototype model proposed by Stock and Watson (2008) (see the annex for more details) and some simple time series models.9 It can be seen that the forecasts from the Phillips curves are less accurate than the best time series models taken over all horizons. Also interesting to highlight is that the difference in predictive accuracy between the models estimated with revised and real-time data is very small, something that is consistent with the minimal contribution usually made by the activity variables considered here, whose inclusion is actually detrimental in many cases.

There are two further observations about statistical inference exercises that the authors of the present article consider worth highlighting. First, it would appear that the application of predictive ability tests of the type used by Diebold and Mariano (1995), West (1996) and Giacomini and White (2006) does not constitute a major contribution for the purposes of this study, basically because the mean squared errors yielded by the models (1 to 4) have usually been found to be lower when they are estimated without the activity variable, ensuring that these tests cannot reject the null hypothesis of equal predictive ability in favour of the models that include activity variables. In other words, at worst, the null hypothesis cannot be rejected. While it is true that activity variables do reduce the root mean squared error in a few cases, the reduction is never greater than 2%. Even if reductions of this size were statistically significant, it would be hard to argue that they were economically significant, and there seems to be no point in implementing inference exercises considered unlikely a priori to be able to contribute significantly to the conclusions of this study.

Second, as discussed in Clark and West (2006 and 2007) and Pincheira (2013), this comparison of mean squared errors would not necessarily imply that the activity variables had no contribution to make to predicting inflation. This is because comparing mean squared errors between nested models usually favours the model with fewest parameters to be estimated. In this paper, however, not only has a mean squared error calculation been carried out, but the unstable and moderate predictive contribution of the activity variables has been seen in in-sample regressions too. In summary, both the in-sample and out-of-sample analyses indicate a weak contribution by the activity variables to the prediction of inflation, at least in the context of the models (1 to 4) used here.

---

9 The time series models considered are a random walk with constant and two SARIMA models similar to the airline model of Box and Jenkins (1970). These SARIMA models are described in great detail in Pincheira and García (2009) and in Pincheira and Medel (2015), with these studies also showing their excellent predictive capacity for inflation in Chile and a select group of countries. A brief summary with the SARIMA specifications used in this document can be found in the annex.
### TABLE 3

Ratio of the root mean squared error in inflation projections with and without the activity variable

*(A value of less than 1 favours the specification without the activity variable)*

<table>
<thead>
<tr>
<th>Horizon</th>
<th>1</th>
<th>3</th>
<th>6</th>
<th>9</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Real-time</td>
<td>no target</td>
<td>0.98</td>
<td>0.94</td>
<td>0.93</td>
<td>0.90</td>
</tr>
<tr>
<td>Corrected</td>
<td>no target</td>
<td>0.97</td>
<td>0.95</td>
<td>0.94</td>
<td>0.90</td>
</tr>
<tr>
<td>Model 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Real-time</td>
<td>no target</td>
<td>0.98</td>
<td>0.95</td>
<td>0.93</td>
<td>0.91</td>
</tr>
<tr>
<td>Corrected</td>
<td>no target</td>
<td>0.98</td>
<td>0.96</td>
<td>0.95</td>
<td>0.91</td>
</tr>
<tr>
<td>Model 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Real-time</td>
<td>no target</td>
<td>1.00</td>
<td>0.99</td>
<td>0.99</td>
<td>0.97</td>
</tr>
<tr>
<td>Corrected</td>
<td>no target</td>
<td>0.98</td>
<td>0.99</td>
<td>1.00</td>
<td>0.97</td>
</tr>
<tr>
<td>Model 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Real-time</td>
<td>no target</td>
<td>0.99</td>
<td>0.97</td>
<td>0.96</td>
<td>0.95</td>
</tr>
<tr>
<td>Corrected</td>
<td>no target</td>
<td>0.99</td>
<td>0.97</td>
<td>0.97</td>
<td>0.96</td>
</tr>
</tbody>
</table>

**Source:** Prepared by the authors.

*a* Out-of-sample exercise between November 1997 and June 2009.

### TABLE 4

Root mean squared error in inflation projections

*(Hundredths of a basis point)*

<table>
<thead>
<tr>
<th>Horizon</th>
<th>1</th>
<th>3</th>
<th>6</th>
<th>9</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random walk with constant</td>
<td>0.48</td>
<td>1.04</td>
<td>1.75</td>
<td>2.20</td>
<td>2.53</td>
</tr>
<tr>
<td>SARIMA with constant</td>
<td>0.35</td>
<td>0.90</td>
<td>1.50</td>
<td>1.81</td>
<td>2.00</td>
</tr>
<tr>
<td>SARIMA with constant and autoregressive term</td>
<td>0.34</td>
<td>0.90</td>
<td>1.51</td>
<td>1.82</td>
<td>2.01</td>
</tr>
<tr>
<td>Stock-Watson with constant</td>
<td>0.39</td>
<td>1.03</td>
<td>1.79</td>
<td>2.26</td>
<td>2.55</td>
</tr>
<tr>
<td>Stock-Watson without constant</td>
<td>0.39</td>
<td>1.03</td>
<td>1.73</td>
<td>2.18</td>
<td>2.45</td>
</tr>
<tr>
<td>Phillips 1 with final activity</td>
<td>0.44</td>
<td>1.00</td>
<td>1.79</td>
<td>2.39</td>
<td>2.48</td>
</tr>
<tr>
<td>Phillips 1 with real-time activity</td>
<td>0.44</td>
<td>1.01</td>
<td>1.81</td>
<td>2.40</td>
<td>2.43</td>
</tr>
<tr>
<td>Phillips 2 with final activity</td>
<td>0.44</td>
<td>0.99</td>
<td>1.78</td>
<td>2.37</td>
<td>2.47</td>
</tr>
<tr>
<td>Phillips 2 with real-time activity</td>
<td>0.44</td>
<td>1.00</td>
<td>1.81</td>
<td>2.39</td>
<td>2.44</td>
</tr>
<tr>
<td>Phillips 3 with final activity</td>
<td>0.45</td>
<td>1.00</td>
<td>1.72</td>
<td>2.24</td>
<td>2.49</td>
</tr>
<tr>
<td>Phillips 3 with real-time activity</td>
<td>0.44</td>
<td>1.01</td>
<td>1.75</td>
<td>2.24</td>
<td>2.38</td>
</tr>
<tr>
<td>Phillips 4 with final activity</td>
<td>0.47</td>
<td>0.99</td>
<td>1.78</td>
<td>2.17</td>
<td>2.25</td>
</tr>
<tr>
<td>Phillips 4 with real-time activity</td>
<td>0.47</td>
<td>0.99</td>
<td>1.79</td>
<td>2.17</td>
<td>2.23</td>
</tr>
</tbody>
</table>

**Source:** Prepared by the authors.

*a* Out-of-sample exercise between November 1997 and June 2009.
A brief robustness analysis

1. Models including regime switching

As stated earlier, the goal of the present study is to assess whether certain measures of economic activity have the capacity to predict inflation in the context of simple backward-looking versions of Phillips curves, following in the wake of a fairly recent international literature exemplified in the studies of Stock and Watson (2008), Rossi and Sekhposyan (2010), Clark and McCracken (2006) and Ciccarelli and Mojon (2010).

Notwithstanding the above, it is clear that there are innumerable alternative specifications for predicting inflation, even within the category of Phillips curves itself. A line of research parallel to the one followed here has focused on using Markov regime switching models to characterize inflation. Examples of this include the studies by Hostland (1995), Melo and Misas (1997), Amisano and Fagan (2013) and Pagliacci and Barráez (2010). Of these, the closest to the present article are Pagliacci and Barráez (2010) and Amisano and Fagan (2013).

A cursory robustness analysis entails the employment of in-sample estimations of backward-looking Phillips curves, like those specified in this study, but with the option of endogenous regime switching along the lines of Hamilton (1989), in accordance with the following specifications:

RS1 model:
\[
\pi_{t+h} = \delta_1^1 \pi_t + \alpha_1^1 + \gamma_1^1 \{Y_{t-1} - Y_{t-1}^s\} + \sum_{i=0}^{n} \psi_{1,i} \pi_{t-i} + \epsilon_{1,t+h}, \quad s = 1,2
\]

RS2 model:
\[
\pi_{t+h} = \delta_2^1 \pi_t + \alpha_2^1 + \gamma_2^1 100 \left(\ln Y_{t-1} - \ln Y_{t-1}^s\right) + \sum_{i=0}^{n} \psi_{2,i} \pi_{t-i} + \epsilon_{2,t+h}, \quad s = 1,2
\]

RS3 model:
\[
\pi_{t+h} = \delta_3^1 \pi_t + \alpha_3^1 + \gamma_3^1 100 \left(\ln Y_{t-1} - \ln Y_{t-1}^s\right) + \sum_{i=0}^{n} \psi_{3,i} \pi_{t-i} + \epsilon_{3,t+h} + \epsilon_{4,t+h}, \quad s = 1,2
\]

RS4 model:
\[
\pi_{t+h} = \delta_4^1 \pi_t + \alpha_4^1 + \gamma_4^1 100 \left(\ln Y_{t-1} - \ln Y_{t-1}^s\right) + \sum_{i=0}^{n} \psi_{4,i} \pi_{t-i} + \epsilon_{4,t+h}, \quad s = 1,2
\]

These alternative specifications are a generalization of the original expressions (1) to (4), but allowing for two regimes for inflation.

Table 5 presents the results of the estimates when forecasting a month ahead. Exogenously incorporated into them is the possibility that two different regimes exist, differentiated by subscript \(s\). The coefficient of the activity term is found to be small in all the specifications. Furthermore, only in the rs3 model is the activity variable found to have a statistically significant coefficient, something that occurs in regime 2. There is no statistical significance in any of the other cases. Generally speaking, in other words, the results are similar to those from the linear specifications: the activity terms only have an episodic predictive capacity. Interestingly, table 5 also provides a basis for conjecture about the characteristics that seem to differentiate one regime from the other. One regime appears to be characterized by a unit root, or at least by a process with a root close to 1, while the other seems to have considerably lower persistence. In any event, this is only a conjecture that would be worth evaluating in greater depth in future studies. The authors of the present study also think that it would be valuable to investigate the predictive out-of-sample behaviour of regime switching models, and this is likewise suggested for a future research agenda.
### Table 5

Parameters and p-values of Phillips curves with regime switching

<table>
<thead>
<tr>
<th></th>
<th>RS1 model</th>
<th></th>
<th>RS2 model</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Regime 1</td>
<td>Regime 2</td>
<td>Regime 1</td>
<td>Regime 2</td>
</tr>
<tr>
<td></td>
<td>Coefficient</td>
<td>p-value</td>
<td>Coefficient</td>
<td>p-value</td>
</tr>
<tr>
<td>( \hat{\alpha} )</td>
<td>0.528</td>
<td>0.000</td>
<td>-0.378</td>
<td>0.003</td>
</tr>
<tr>
<td>( \hat{\gamma} )</td>
<td>0.018</td>
<td>0.149</td>
<td>-0.011</td>
<td>0.494</td>
</tr>
<tr>
<td>( \hat{\phi}_1 )</td>
<td>1.093</td>
<td>0.000</td>
<td>1.053</td>
<td>0.000</td>
</tr>
<tr>
<td>( \hat{\phi}_2 )</td>
<td>0.047</td>
<td>0.810</td>
<td>-0.159</td>
<td>0.175</td>
</tr>
<tr>
<td>( \hat{\phi}_3 )</td>
<td>-0.132</td>
<td>0.410</td>
<td>0.209</td>
<td>0.090</td>
</tr>
<tr>
<td>( \hat{\phi}_4 )</td>
<td>-0.048</td>
<td>0.656</td>
<td>-0.230</td>
<td>0.019</td>
</tr>
<tr>
<td>( \hat{\delta} )</td>
<td>-0.065</td>
<td>0.022</td>
<td>0.183</td>
<td>0.000</td>
</tr>
</tbody>
</table>

|                | RS3 model |                          | RS4 model |                          |
|                | Regime 1  | Regime 2                  | Regime 1  | Regime 2                  |
|                | Coefficient | p-value | Coefficient | p-value | Coefficient | p-value | Coefficient | p-value |
| \( \hat{\alpha} \)  | -0.169    | 0.176 | 0.184   | 0.278 | -0.237  | 0.039 | 0.375  | 0.001 |
| \( \hat{\gamma} \)  | 0.017     | 0.370 | 0.053   | 0.092 | -0.017  | 0.266 | 0.015  | 0.303 |
| \( \hat{\phi}_1 \)  | 1.151     | 0.000 | 0.884   | 0.000 | 0.207   | 0.016 | 0.061  | 0.644 |
| \( \hat{\phi}_2 \)  | -0.132    | 0.273 | -0.046  | 0.782 | -0.149  | 0.212 | -0.071 | 0.679 |
| \( \hat{\phi}_3 \)  | 0.209     | 0.075 | -0.008  | 0.948 | 0.235   | 0.058 | -0.059 | 0.761 |
| \( \hat{\phi}_4 \)  | -0.226    | 0.007 | -0.009  | 0.918 | -0.288  | 0.001 | 0.008  | 0.959 |
| \( \hat{\delta} \)  | 0.034     | 0.209 | 0.048   | 0.281 | 0.052   | 0.033 | 0.073  | 0.054 |

Source: Prepared by the authors.

a Backward-looking estimates.

### 2. Models including the exchange rate

As a second robustness analysis, the possibility that the original results of this study were being impaired by the omission of relevant variables is explored. While it is true that the OLS estimator is consistent with the best linear predictor, this population parameter, which we have called \( \beta^* \), may differ depending on the information set used to construct the forecast. This being so, the aim is to assess the robustness of the present results by expanding the original specifications to include a variable cited in the literature as a determinant of inflation: the exchange rate (see Pagliacci and Barráez, 2010; and also to some extent García-Solanes and Torrejón-Flores, 2012). With this, the original specifications are amended as follows:

**ER1 model:**

\[
\pi_{t+h} = \hat{\delta}_2 \frac{\pi_t}{\pi_0} + \alpha_2 + \gamma_2 \left( Y_{t-1} - Y_{t-1} \right) + \sum_{i=0}^{n} \varphi_{2i} \pi_{t-i} + \theta_2 LER_t + \varepsilon_{2,t+h}
\]

**ER2 model:**

\[
\pi_{t+h} = \hat{\delta}_3 \frac{\pi_t}{\pi_0} + \alpha_3 + \gamma_3 \left( \ln Y_{t-1} - \ln Y_{t-1} \right) + \sum_{i=0}^{n} \varphi_{3i} \pi_{t-i} + \theta_3 LER_t + \varepsilon_{3,t+h}
\]

**ER3 model:**

\[
\pi_{t+h} = \hat{\delta}_4 \frac{\pi_t}{\pi_0} + \alpha_4 + \gamma_4 \left( \ln Y_{t-1} - \ln Y_{t-13} \right) + \sum_{i=0}^{n} \varphi_{4i} \pi_{t-i} + \theta_4 LER_t + \varepsilon_{4,t+h}
\]

**ER4 model:**

\[
\pi_{t+h} = \hat{\delta}_5 \frac{\pi_t}{\pi_0} + \alpha_5 + \gamma_5 \left( \ln Y_{t-1} - \ln Y_{t-1} \right) + \sum_{i=0}^{n} \varphi_{5i} \pi_{t-i} + \theta_5 LER_t + \varepsilon_{5,t+h}
\]

where:

\[
LER_t = 100 \left( \ln \left( \frac{Y_t}{Y_t} \right) - \ln \left( \frac{ER_t}{ER_{t-12}} \right) \right)
\]
while $ER_t$ represents the observed exchange rate (Chilean pesos per United States dollar) reported by the Central Bank of Chile.

Thus, the aim is to analyse whether the episodic character of the parameters associated with the activity variables is altered or not when the annual rate of variation in the exchange rate is included as an additional predictor. To this end, the above equations are estimated in the same rolling windows as reported in section IV.2. Table 6 shows the percentage of these windows where the parameter associated with activity proved statistically significant with a confidence level of 90%. In other words, table 6 is analogous to table 1 above.

As can be seen in table 6, the episodic character of the parameter associated with the activity variable is maintained. It is clear that the percentage of windows where this parameter is statistically significant fluctuates between 11.8% and 64.5%. The general average of the percentages is 39.2% in table 6, while in table 1 it is 44.3%. In summary, incorporating the exchange rate as an additional predictor is not found to qualitatively alter the results. It could even be argued that including the exchange rate diminishes the predictive capacity of activity, but on the whole, comparison of tables 1 and 6 shows that the results are dependent on the specification.

As a cursory analysis of robustness, the specifications were expanded to allow for the possibility of Markov-style regime switching, or the inclusion of the annual rate of variation in the exchange rate as an additional predictor. In-sample estimates of these expanded specifications are consistent with the results obtained in simpler linear specifications, since the statistical significance of the parameter associated with the activity variable continues to be occasional or episodic.

Part of the literature states that out-of-sample predictability assessments lack predictive power compared to in-sample assessments. It is for this reason that the present study has conducted exercises of both types, obtaining results that point in the same direction. Thus, it seems more plausible to attribute the lack of predictability to the unstable and moderate absolute

### VI

**Summary and conclusions**

This study has considered four families of backward-looking Phillips curves for Chile with a monthly frequency and has assessed the capacity of these to predict inflation at horizons of 1, 3, 6, 9 and 12 months. All the specifications considered include an activity variable that is lagged relative to the latest inflation figure available, in order to emulate the availability of information in real time. It is done in this way because the IMACEC data used in this study to construct the activity variable are published with a month’s delay relative to the inflation figure. The predictability analysis is conducted both with revised figures and with figures available in real time, making it possible to evaluate the predictive economic relationship and the usefulness of these Phillips curves when it comes to generating projections for the use of decision makers.

The results obtained here indicate that the predictive capacity of these Phillips curves is limited and, furthermore, that the contribution made by the activity component to this predictability is moderate in size, often not statistically significant, and fairly unstable. This holds true both for the real-time analysis and for the analysis with revised figures.

As a cursory analysis of robustness, the specifications were expanded to allow for the possibility of Markov-style regime switching, or the inclusion of the annual rate of variation in the exchange rate as an additional predictor. In-sample estimates of these expanded specifications are consistent with the results obtained in simpler linear specifications, since the statistical significance of the parameter associated with the activity variable continues to be occasional or episodic.

Part of the literature states that out-of-sample predictability assessments lack predictive power compared to in-sample assessments. It is for this reason that the present study has conducted exercises of both types, obtaining results that point in the same direction. Thus, it seems more plausible to attribute the lack of predictability to the unstable and moderate absolute
value of the coefficient associated with the respective activity variables than to problems with the predictive power of out-of-sample statistical tests.

Although the results of this study are consistent with those of a number of articles dealing with the United States, they are novel in that they demonstrate a lack of predictive power for backward-looking Phillips curves in Chile. It will be part of a future agenda to determine whether these interesting results continue to obtain with other versions of Phillips curves.

ANNEX

Stock and Watson (2008) methodology

For many years, the Phillips curve has been heavily used as a tool for predicting inflation. However, the empirical results provided by this paper, and by a substantial section of the literature, are not necessarily satisfactory if the comparison is made with models where only past inflation is considered. Stock and Watson (2008) present a prototype autoregressive model with the following specification:

\[
\pi_{t+h}^{(h)} - \pi_t^{(1)} = \alpha^{(h)} \sum_{i=0}^{n} \phi_i^{(h)} \Delta \pi_{t-i}^{(1)} + \varepsilon_{t+h}^{(h)}
\]

where: \( \pi_t^{(h)} = \frac{1200}{h} \left[ \ln(P_t) - \ln(P_{t-h}) \right] \)

is annualized inflation accumulated over \( h \) periods from time \( t \); \( \pi_t^{(1)} \) is annualized inflation accumulated over just one month; the variable \( \varepsilon_t^{(h)} \) represents shocks uncorrelated with the information available at \( t \); and \( \alpha^{(h)} \) is a constant that can vary depending on the inflation accumulation period used.

The exercise proposed here consists in estimating this prototype model, with and without constant, in 152 rolling windows of 71 observations apiece. The first window takes CPI data from January 1991 to November 1996. A number of models are estimated in each window, taking different numbers of lags for the inflation differential \( \Delta \pi_{t-i}^{(1)} \) (from 0 to 12 lags). The Schwarz criterion was used to determine the best model within each window. Once the model had been selected, with the number of lags already determined for the independent variable, projections were carried out at different horizons: 1, 3, 6, 9 and 12 months ahead. Since the predictive results yielded by these models are a function of inflation, simple algebraic steps give a forecast at different horizons for the target variable, which is cumulative 12-month inflation. The out-of-sample root squared error obtained with this methodology is presented in table 4.

SARIMA models

Apart from the Stock and Watson models detailed earlier, the time series models considered in table 4 of this study are a random walk with constant and two SARIMA models similar to the airline model of Box and Jenkins (1970). These SARIMA models are described in great detail in Pincheira and García (2009) and Pincheira and Medel (2015), with these articles also demonstrating their excellent predictive capacity for inflation in Chile and a select group of countries. In particular, the three models used here have the following specifications:

**Random walk with constant:** \( \pi_t = \alpha + \pi_{t-1} + \varepsilon_t \)

**SARIMA 1:** \( \pi_t = \alpha + \varepsilon_t - \theta \varepsilon_{t-12} - \theta \varepsilon_{t-12} + \partial \theta \varepsilon_{t-13} \)

**SARIMA 2:** \( \pi_t = \alpha + \rho \pi_{t-1} + \varepsilon_t - \theta \varepsilon_{t-12} - \theta \varepsilon_{t-12} + \partial \theta \varepsilon_{t-13} \)

where: \( \pi_t = 100 \left[ \ln(CPI_t) - \ln(CPI_{t-12}) \right] \)

The model denominated SARIMA 1 corresponds to the model denominated “SARIMA with constant” in table 4. The SARIMA 2 model corresponds to the model denominated “SARIMA with constant and autoregressive term”, again in table 4.
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